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Introduction

• Human Activity Recognition (HAR): Recognize the activity being
performed by an individual at a given moment [1]

• Human Context Recognition (HCR): Recognize the context (environment,
location, interaction) that the activity is being performed [2]

• The combination of the two is important for a better understanding of the
human activities

• Wide variety of applications related to personal assistance and
recommendations
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Overview of Extrasensory Dataset, Vaizman et al. (2017) [3] 

• Link: http://extrasensory.ucsd.edu/

• Participants: 60

• Devices: smartphones and smartwatches

• Sensors: accelerometer, gyroscope, magnetometer, watch
accelerometer, location, audio, etc.

• Labels: Physical Activities (e.g., walking, running), Daily Activities (e.g.,
sleeping , Locations (e.g., school, work, home)

• Data Volume: 300.000+ minutes

• Advantages
• Collected in real-world settings when participants were busy with their daily 

routines

• It provides a more realistic picture of a person’s life as compared to a scripted 
lab data collection which constrains users to a few basic activities.

• Complex activities (e.g., washing dishes, drinking alcohol, sitting in a bus, 
watching tv and eating)
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Data Collection Approach

• Data was collected using the ExtraSensory smartphone app 
(ExtraSensory App). 

• The app automatically collects sensor measurements in a 20-second 
"recording session“ every minute

• The labels were reported in different ways:

• Active reporting

• Notification

• Label Selection

• History view
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Real-life conditions

• Everyday devices

• Unconstraint device placement

• Intimate environment

• Natural behavioral content
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Missing and Unbalanced Data

• User experiments conducted in real-world settings face some problems 
that is hard to overcome during data collection:

• Participants turn off sensors to avoid battery drain or for private reasons

• Participants tend to forget, get bored or unable to report labels

• Participants do not carry their smartphone or wear the smartwatch 
continuously

• Sensor malfunction or other technical or connectivity issues have been 
reported

Result: Unbalanced labels and missing sensor data

The Extrasensory dataset, highlights the inevitable problem of missing, 
unlabeled and unbalanced data (days, users, sensors, labels)
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Participants: Days and Labels
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Types of Labels

51 different labels:

• Physical and Daily Living and Other Activities: walking, running, 
standing, sitting, lying down, sleeping stairs up&down, cooking, bathing, 
toilet, cleaning, grooming, computer work, eating, dressing, talking, 
driving, surfing the internet, watching tv, doing laundry, drinking alcohol, 
singing, shopping, bicycling

• Social interactions: with friends, with co-workers

• Locations and environments: indoors, outside, home, school, bar, 
restaurant, workplace, gym, beach, class, party, car, meeting, bus, 
elevator

• Phone positions: hand, bag, table, pocket
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Number of Examples per Label
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Labels: Relevant (1) – Not Relevant (0)
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Labels Collected per day

11EDA, Online Seminar, 25 Feb. 2021



Number of Labels - Participants
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Co-Occurrence Matrix
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Where is the phone (co-occurrence)?
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Where the activities took place (co-occurrence)?
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Sensor Features

• The dataset contains 225 hand-crafted sensor and other features 
derived from the following sensors:

• Acc (Accelerometer): 26 features (smartphone) + 46 features (smartwatch)

• Gyr (Gyroscope): 26 features

• Magn (Magnetometer): 31 features

• Loc (Location): 17 features

• Aud (Audio): 26 features

• Smartwatch compass: 9 features

• PS (Phone State): 34 features

• Time of the day: 8 features

• The sensor features contain information that is not provided from the raw 
signals and combined are being used to identify differences between 
activities and contexts

• For the extraction of the features various signal processing and statistical 
methods were applied. More detailed information on the feature extraction 
process and the calculations is provided in [3].
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Phone Accelerometer and Gyroscope
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Smartwatch Accelerometer: Walking – Watching TV
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Smartwatch Accelerometer: Different Activities
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Related Works on Extrasensory Dataset
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Method Labels 

Recognized

Sensors Algorithm Evaluation

Single-Label 

HAR/HCR [3]

25 labels Acc (smartphone 

and smartwatch), 

Gyr, Loc, Aud, PS

Logistic Regression Balanced Accuracy 

= 71.8%

Multi-Label HAR 

/HCR [4]

15 combined labels Acc (smartphone) Random Forest Balanced Accuracy 

= 80%

Multi-Label 

HAR/HCR [5]

29 combined labels Acc (smartphone 

and smartwatch)

Gyr

Random Forest Balanced Accuracy 

= 86.7%

Multi-Label 

HAR/HCR [2]

29 combined labels Acc (smartphone 

and smartwatch)

Random Forest Balanced Accuracy 

= 89.8%

Multi-Label 

HAR/HCR [6]

51 combined labels Acc (smartphone 

and smartwatch), 

Gyr, Loc, Aud, PS

MLP Balanced Accuracy 

= 77.3%



Next Steps

• Complete with EDA - Explore in more depth the sensor 
features

• Include mood labels and absolute locations that are 
available for some of the participants

• Define an appropriate approach and methodology 
for HAR

• Construct an accurate recognition model
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